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1 NESI implementation

1.1 References

(a) DoD Directive 5000.1, The Defense Acquisition System, 24 November 2003.
(b) DoD Instruction 5000.2, Operation of the Defense Acquisition System, 12 May 2003.

(c) DoD Directive 8100.1, Global Information Grid (GIG) Overarching Policy, 21 November
2003.

(d) DoD Directive 4630.5, Interoperability and Supportability of Information Technology (IT)
and National Security Systems (NSS), 05 May 2004.

(e) DoD Instruction 4630.8, Procedures for Interoperability and Supportability of Information
Technology (IT) and National Security Systems (NSS), 30 June 2004.

(F) DoD Directive 5101.7, DoD Executive Agent for Information Technology Standards, 21 May
2004.

(g) DoD Global Information Grid (GIG) Architecture, Version 2.0, August 2003.

(h) DoD Joint Technical Architecture, Version 6.0, 3 October 2003.

(i) DoD Net-Centric Data Strategy, DoD Chief Information Officer, 9 May 2003.

(J) CJCSI 3170.01D, Joint Capabilities Integration and Development System, 12 March 2004.

(k) CJCSM 3170.01A, Operation of the Joint Capabilities Integration and Development System,
12 March 2004.

() CJCSI 6212.01C, Interoperability and Supportability of Information Technology and
National Security Systems, 20 November 2003.

(m)Net-Centric Operations and Warfare Reference Model (NCOW RM) V1.0, September 2003.

(n) Net-Centric Checklist, V2.1.3, Office of the Assistant Secretary of Defense for Networks and
Information Integration/Department of Defense Chief Information Officer, 12 May 2004.

(0) A Modular Open Systems Approach (MOSA) to Acquisition, Version 2.0, September 2004.
(p) DoD IT Standards Registry (DISR), http://disronline.disa.mil.

(g) Net-centric Attributes List, Office of the Assistant Secretary of Defense for Networks and
Information Integration/Department of Defense Chief Information Officer, June 2004.
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1.2 Overview

Net-centric Enterprise Solutions for Interoperability (NESI) is a joint effort between the U.S.
Navy’s Program Executive Office for C4l & Space and the U.S. Air Force’s Electronic Systems
Center. It provides implementation guidance which facilitates the design, development,
maintenance, evolution, and use of information systems for the Net-Centric Operations and
Warfare (NCOW) environment. NESI has also been provided to other Department of Defense
(DoD) services and agencies for potential adoption.

The NESI Implementation guidance applies to all phases of the acquisition process as defined in
references (a) and (b). NESI comprises six parts, each focusing on a specific area of guidance.
NESI Part 1: Net-centric Overview describes each part in detail.

NESI provides guidance, best practices, and examples for developing Net-Centric software. It is
aligned with the design principles of reference (0). NESI is not a replacement for references (m),

(n), or (p).

The overall goal is to provide common, cross-service guidance in basic terms for the program
managers and developers of net-centric solutions. The objective is not to replace or repeat
existing direction, but to help translate into concrete actions the plethora of mandated and
sometimes contradictory guidance on the topic of net-centric compliance and standards.

NESI subsumes two now obsolete references; in particular, the Air Force C2 Enterprise
Technical Reference Architecture (C2ERA)* and the Navy Reusable Applications Integration
and Development Standards (RAPIDS).? Initial authority for NESI is per the Memorandum of
Agreement between Space and Naval Warfare Systems Command (SPAWAR), Navy PEO C4l
& Space and the United States Air Force Electronic Systems Center, dated 22 December 2003,
Subject: Cooperation Agreement for Net-Centric Solutions for Interoperability (NESI).

In addition to references (a) through (0), Navy PEO C4l & Space has mandated a software
maintenance policy? for its programs that requires the use of NESI Part 3: Net-Centric Migration
Guidance.

NESI is intended to help programs comply with the DoD net-centric directives, instructions, and
other guidance documentation (listed as references (a) through (o) above). This guidance will
continue to evolve as direction and our understanding of the requirements of net-centricity
evolve. NESI will be updated to reflect changes to the guiding documents and new regulations.

1.3 Releasability statement

This document has been cleared for public release by competent authority in accordance with
DoD Directive 5230.9 and is granted Distribution Statement A: Approved for public release;
distribution is unlimited. You may obtain electronic copies at https://nesipublic.spawar.navy.mil.

! Air Force C2 Enterprise Technical Reference Architecture, v3.0-14, 1 December 2003.

2 RAPIDS Reusable Application Integration and Development Standards, Navy PEO C4l & Space, December 2003
(DRAFT V1.5)

® Software Maintenance Policy, Department of the Navy, PEO C4l & Space, 14 June 2004.
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1.4 Vendor neutrality

The NESI documentation sometimes refers to specific vendors and their products in the context
of examples and lists. However, NESI is vendor-neutral. Mentioning a vendor or product is not
intended as an endorsement, nor is a lack of mention intended as a lack of endorsement.

Code examples typically use open-source products, since NESI is built on the open-source
philosophy. Since NESI accepts contributions from multiple sources, the examples also tend to
reflect whatever tools the contributor was using or knew best. However, the products described
are not necessarily the best choice for every circumstance. You are encouraged to analyze your
specific project requirements and choose your tools accordingly. There is no need to obtain, or
ask your contractors to obtain, the open-source tools that appear as examples in this guide.
Similarly, any lists of products or vendors are intended only as references or starting points, and
not as a list of recommended or mandated options.

1.5 Disclaimer

Every effort has been made to make this documentation as complete and accurate as possible. It
is expected that the documentation will be updated frequently, and will not always immediately
reflect the latest technology or guidance.

1.6 Contributions and comments

NESI is an open-source project that will involve the entire development community. Anyone is
welcome to contribute comments, corrections, or relevant knowledge to the guides. To submit
comments, corrections, or contributions go to the NESI public site at
http://nesipublic.spawar.navy.mil and click on the Change Request tab, or sent an email to
nesi@hanscom.af.mil or nesi@spawar.navy.mil.

1.7 Open-source site

PEO C41 & Space is in the process of establishing an open-source site to support community
involvement. Use this site for collaborative software development across distributed teams.
Check the NESI public site for updates on when the collaborative development site will be
available.

V 1.2, 20 December 2005

page 3


http://nesipublic.spawar.navy.mil/
mailto:nesi@hanscom.af.mil
mailto:nesi@spawar.navy.mil

2 Introduction

Developing the DoD Net-Centric Enterprise is a complex task beyond the capability of any
single design, architecture, or implementation. To enable the different solutions required by this
large and diverse enterprise, the NESI Implementation Framework organizes the system into
smaller entities and provides guidance for creating net-centric versions of each entity. In NESI
these entities are collections of applications, services, and components, gathered into
operationally specified sets of capabilities called “nodes.” These nodes are interconnected
through DoD’s Global Information Grid (GIG).

A Node is a set of information systems acquired and managed as a single element in the net-
centric enterprise. In NESI these entities support distributed services for a collection of systems,
applications, data, and components that share a common set of mission functions on a common
infrastructure.

2.1 Goals

This document provides system-engineering-level guidance for developing and implementing
nodes. It also provides high-level guidance for how applications, services, data, and enterprise
services interact in the context of a node. This document offers the following guidance:

e Application design tenets for implementing mission capabilities required at a node

e Service design tenets for sharing information and business functionality across nodes in the
enterprise

e Data design tenets for making information accessible to the enterprise
e Node platform infrastructure (NPI) design tenets
e Design tenets for interfacing to enterprise services and NCES

2.2 Scope

This document identifies the requirements for implementing nodes in a net-centric enterprise. It
provides guidance for software architecture and design. It does not address hardware or operating
system requirements to support nodes, nor does it specify what a node does. This document is
not a platform specification like DoD’s Common Operating Environment (COE).

2.3 Audience

Node system engineers and application/system engineers who work with nodes should use this
document as a guide to analyzing and restructuring applications, services, and data to fit a nodal
structure. See NESI Part 5: Net-centric Developers Guidance for implementation details.
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3 Node overview

A node is a set of information systems that are acquired and managed as a single entity in the
net-centric enterprise. In NESI, these entities support distributed services for a collection of
systems, applications, data, and components that share a set of mission functions on a common
infrastructure.

Nodes represent a departure from the past model of acquiring and developing single systems
with tightly integrated infrastructure and mission function. This single system is often referred to
as a “stovepipe” system.

Nodes can exist at many different levels of scale, from a tactical unit to an aircraft, ship, network
operations center, or an entire military base infrastructure. The node’s capabilities can be
changed incrementally as the mission changes. Nodes can replace and upgrade individual
elements independently and transparently to the enterprise.
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Nodes optimize their infrastructure and services to support their missions. The optimized
enterprise provides continuity, consistency, interoperability, and persistence.

In order of importance, a well-engineered node:

1.

Displays operational cohesion. It serves users who need to collaborate closely to perform
their missions. This cohesion is focused on the node’s direct users but extends out to other
nodes involved in the same COls.

Displays implementation cohesion. It collects and integrates mission applications to present
a seamless interface to the users who are members of the COls that the node supports.
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3. Displays infrastructure cohesion. It collects mission applications that are implemented
using the same component framework infrastructure provided by the associated node.
Uniform infrastructure is the goal, but legacy systems and technology maturity may demand
multiple infrastructure components that need to be integrated within the node.

The node architecture allows for the management, organization, and implementation of a
coherent set of mission capabilities. The mission capabilities drive the development and
integration of lower-level infrastructure, services, components, and applications.

The acquisition manager for a node has the following responsibilities:*

e Develop integrated, balanced planning and programming information (including cost,
schedule, and performance).

e Deliver integrated, tested, and certified capability to the operational user.
e Sustain the fielded systems, sub-systems, components, and services that constitute the node.

Since the development of nodes is a relatively new concept, the information in this document
should be viewed as an evolving set of design tenets. Specific requirements are provided where
appropriate, but in many cases the only guidance that can be given is a general approach.

The primary guidance requirements apply to non-real-time software applications. Extending
these design recommendations to real-time systems requires additional, more detailed system
analysis and development guidance.

3.1 Why structure the enterprise into nodes?

In the context of Net-Centric Warfare (NCW), a node supports mission applications and
infrastructure capabilities for the communities of interest (COI) it supports and for the enterprise
as a whole.

Nodes are the basic building blocks of the net-centric enterprise. Each node encompasses a set of
mission functions and services implemented on a common infrastructure. Because of this
architecture, the enterprise can be managed as a collection of nodes without concern for intra-
node implementation details. This architecture can be scaled to match mission requirements by
adding new nodes or replicating node instances. This parallel, distributed approach enhances the
overall enterprise’s survivability, scalability, and redundancy.

Table 1 summarizes the characteristics, advantages, and disadvantages of each major approach to
enterprise architecture. As the table indicates, the node approach provides the enterprise with
consistency while also giving it the flexibility to evolve.

Table 1: Enterprise Provisioning Approaches

Monolithic Approach Node Approach Traditional Approach

Characteristics

e  One monolithic system e Best value-tailored e Each system operates
services independently

* See NESI Part 6: Acquisition Guidance for details on NESI’s role in the DoD acquisition process.
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Single standard
(e.g., J2EE only)

Mandatory/limited product

Centralized services
where practical

Responsive to major

Any system is allowed

Any product suite
represented

suite market changes in
standards
Advantages
e Enterprise configuration e Flexibility Each system controls its

control
Single server

Enterprise licensing

Disadvantages

Expensive for customers
to convert

Massive upgrades
“One size fits all’

No waivers

Best return on investment

Centralized purchase of
licenses where
appropriate

Best compromise and
sustainment posture

Multiple systems and
licenses

Could incur sustainment
of legacy code

Configuration
management complexity

own destiny

Incremental evolution and
upgrades

Customer pays no
integration bills

Integration and
interoperability left to
individual systems’ efforts

Unable to leverage buying
power

Expensive configuration

management

3.2 Integrating nodes into the enterprise

In the net-centric environment, nodes are required to implement a set of standards for the
services provided by the enterprise network. Using these standards, nodes can easily plug into
the enterprise network. Plugged in, the node can expect certain enterprise services (e.g.,
connectivity, messaging, discovery, etc.), and the enterprise can expect the node to abide by and
implement enterprise standards (e.g., monitoring standards, security standards, etc.).

Today, the GIG provides only basic networking capability, with the evolving NCES program to
deliver enterprise services. As NCES evolves, the enterprise will provide and possibly enforce
more services and standards. Nodes must adhere to these standards and should be designed in
anticipation of evolving enterprise standards as specified in References (a) to (0), and others yet
to be developed. The internal architecture and operation of a node should not affect the
enterprise, and the node’s design should facilitate its integration into the enterprise.

A node is also responsible for posting its data to the network and registering the metadata that
makes the node’s services and data discoverable by other nodes in the enterprise. If enterprise
connectivity is lost, a node must serve its local community reliably in “disconnected operations”
mode. Each node must provide nodal infrastructure services commensurate with the reliability
requirements of its COIs and maintain interoperability with the enterprise.

V 1.2, 20 December 2005
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To obtain enterprise cohesiveness among nodes, you should engineer enterprise metadata and
service interfaces using the following process:

1.
2.
3.
4.

Work within a COI to get agreement on metadata, both structural and non-structural.

Register the metadata in a registry/repository on the GIG to make the metadata discoverable.

Post the data to the network so it can be pulled.
Expose a set of services to make that data available on the network.

The following graphic depicts this process:

Enterprise Metadata
Node Node Repository Node
S RS
Py

GIG Transport

t

NOde Service Interface
A
Applications &
Services
N Data
Node Platform Infrastructure

Figure 2: Node Interface to the Enterprise
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4 Node design guidance

The complete set of NESI net-centric design tenets are presented in NESI Part 2: ASD (NII)
Checklist Guidance. This section provides general design tenets for designing nodes and node-
oriented guidance for systems deployed on a node. It focuses on those elements of guidance that
are node-specific and not enterprise-wide. Since a node provides a common infrastructure,
applications can exploit that infrastructure and its interfaces when accessing nodal components.
When an application accesses the enterprise, the net-centric enterprise guidance applies.

There are three node design considerations in the net-centric environment:

e Applications are software programs that directly assist a user in performing a task or
workflow at a node.

e Services are software programs that share data and business functionality. A service is a
contractually defined behavior provided by software through a service interface. A service
can be consumed by applications and services both within a node and at other nodes in the
enterprise.

e Data is information stored at a node, used by the applications at a node, and potentially
shared through services with other nodes.

Components are the basic software building blocks from which all applications and services are
constructed. The goal of node design is to implement all mission capabilities from components
available from the node or from services available from other nodes in the enterprise. The
components may be commercial off-the-shelf (COTS) or government off-the-shelf (GOTYS).
GOTS components are required to follow NESI Part 5: Net-centric Developers Guidance.

Guidance

e Nodes may evolve independently, but they must also maintain information interoperability
via services. The key to interoperability is using enterprise metadata with agreed semantics
across different nodes in the enterprise.

e Node implementations may be deployed in multiple locations to support a distributed node.
The distributed architecture should be transparent to the end user.

4.1 Node structure

The operational requirements of the node determine its configuration. This determines the
software/hardware footprint and the functions and infrastructure provided. Services in the node
connect to other services using standard published interfaces. These connections support net-
centric interactions including reach back, push/pull, broadcasts, and COIl feeds. Service Level
Agreements (SLAS) define the service relationships.

The notional structure of a node is depicted in Figure 3. This figure illustrates the combination of
the Node Platform Infrastructure (NPI), node-specific application business logic, services, data
stores, and application user interfaces. The NPI provides the base-level execution environment
for applications, services, and components, and it enables them to meet the design tenets of net-
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centric warfare. Node-specific elements, applications, and user interfaces are determined by the
mission capabilities the node is designed to support.

GIG Transport
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C—
Application
Servers

Database Servers

Message Servers
HTTP Servers Message Servers

Node platform infrastructure

Figure 3: Notional Node-based Enterprise

Nodes depend on enterprise services. At the DoD enterprise level, the NCES program has
defined nine categories of services.” The node communicates with the enterprise services
through the NPI.

The NPI provides proxy interfaces to enterprise services, including NCES, and the infrastructure
needed to meet the levels of service required at a node. Nodes use enterprise versions of common
services unless, based on operational requirements, a node needs to have more local control over
one or more Services.

One example of a node using local services is a tactically deployed node. These nodes may be
operating in a disconnected network environment where enterprise services are not available.
The design of these nodes should ensure that internal services are compatible with enterprise
services so that the actual service provider is transparent to service consumers. The node must be
able to exchange data where and when needed.

® See Section 5.2 for details of the NCES service categories.
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In tactically deployed nodes, the NPI should be implemented as a proxy to the NCES service. If
the NCES service is unavailable, then the node takes local action without the application being
impacted.

4.2 Application design guidance

Applications must conform to any node-specific requirements, which may be more restrictive
than the enterprise. Applications within a node may take advantage of internal node capabilities
to achieve tighter integration, higher performance, or additional capability by exploiting the
specific services, functionalities, and implementation of the node. The architecture of each node
defines the level of coupling for that node; some may have tightly coupled services for
performance while others may have loosely coupled services for maximum flexibility.

Guidance: Application components
e Application components should:

e Use node infrastructure capabilities.

e Conform to the node component naming scheme for filenames, directories, etc. to
alleviate conflicts with other components.

e Conform to the node security policy and services.

e Provide interfaces that enable their orchestration by node workflow management
software.

e Provide interfaces that enable their management by node management software and
services.

e To optimize performance, application components may use the interface mechanisms and
APIs native to the node’s software component execution framework (e.g., JNDI, CORBA
IDL, ASP.NET) when accessing local components.

Guidance: Application integration
e Develop an application integration strategy that can be implemented without requiring
changes to legacy applications or their data. Use the Adapter design pattern.®

e Develop an application integration strategy that assures that none of the newly added
components causes any data inconsistencies or compromises data integrity.

e As much as possible, design application integrations that are one-to-many rather than one-to-
one. With one-to-many integrations, an existing application’s data or functionality is exposed
to allow for integration with a new application.

Guidance: Application integration security

e Establish clear requirements for a secured environment. It is best for new applications to
require only the minimum level of access allowed by the legacy applications.

® Design Patterns: Elements of Reusable Object-Oriented Software, Gamma, Helm, Johnson, Vlissides, 1995,
Addison-Wesley.
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e Support a consistent end-to-end security architecture across all legacy application tiers.

e Fit into an existing security environment and infrastructure supported by the legacy
application.

e Support authentication and authorization of users accessing the legacy application(s).

e Be transparent to new application components. For example, support a single log-on to the
enterprise environment, but provide users with access to multiple enterprise information
systems.

e Enable new applications to be portable across security environments that enforce different
security policies.

4.3 Services design guidance

Mission capabilities are organized into services that enable the sharing of information and
mission functionality with other nodes in the enterprise according to the design tenets of a
service-oriented architecture. Since services are the linchpin of net-centricity, services should
always conform to the enterprise guidance for external interfaces described in NESI Part 2: Net-
centric ASD (NII) Checklist Guidance.

Guidance

e Services to be exposed to the enterprise should be selected, published, and validated early in
the system design.

e Service definitions should reuse enterprise service definitions where applicable and available.

e Implementing a service at a node should exploit the node’s capabilities in the same way as
applications. For example, a service that requires an internal node data store could exploit
native APIs to access that data (e.g., ODBC).

e Services provide self-contained software building blocks that are URI addressable, reusable,
and easily distributed.

e Services are loosely coupled from clients, reducing integration costs.

e Services expose capabilities independent of their implementation.

e Services insulate users from implementation and data changes.

e Services are described by a standard service definition framework (SDF).’

e Service quality is described by a Service Level Agreement (SLA). Service implementations
should provide for capturing SLA metrics. Some SLA metrics for web services are given in
the following table:

Table 2: Metrics for Web Services

SLA Metric Metric Description

" See NESI Part 2: Net-centric ASD(NI1) Checklist Guidance for the SDF specification.
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Availability How often is the service available for consumption?

Accessibility How capable is the service of serving a client request now?

Performance How long does it take for the service to respond?

Compliance How fully does the service comply with stated standards?

Security How safe and secure is it to interact with this service?

Energy Efficiency How energy-efficient is this service for mobile applications?

Reliability Hovxll often does the service fail to maintain its overall service
quality?

4.4 Data design guidance

Node data design involves preparing data for consumption both inside and outside the node. In
the past, data was designed for consumption by a small number of applications or systems, with
no intent to share information to a broad enterprise community. One of the fundamental aspects
of designing a node is preparing its data to be shared in the enterprise environment as described
in NESI Part 2: Net-centric ASD (NII) Checklist Guidance.

Guidance

e Data objects to be exposed to the enterprise should be selected, published, and validated early
in the system design.

e Data shared between nodes will be expressed in an XML format defined by an XML Schema
that is known or accessible to both nodes. XML Schema is a standard format for describing
the structure of XML documents. This format is used by many organizations and application
architects.

e Node data shared across the enterprise should reuse enterprise data definitions where
applicable and available.

e The XML Schema(s) for shared node data should be published to the DoD Metadata
Registry.

e Within a node, alternate data formats may be used for information exchange between
components at different tiers of an application. Node system design documents should define
the implementation of data exchange within the node.

4.5 Infrastructure design guidance

The Node Platform Infrastructure (NPI) is a set of information systems and technologies
based on a commercial product stack. The NPI provides an integrated common software
component execution framework and infrastructure.

The NPI’s applications, services, and components provide the interface between the net-centric
enterprise and the node. Since the complexity, maturity, and standards of NPl components vary
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widely, the guidance varies as well. Details of implementing and using these components are
provided in NESI Part 5: Developers Guidance.

NESI defines thirteen categories of services that may be provided by the NPI. These categories
and their subcategories are described in Section 4.6 and summarized in Table 3. This table
should be used as guidance in developing your program’s Technology Development Strategy and
Capabilities Development Document, required for Milestone B of the DoD acquisition process.®

Not every node will, or should, support all of these services. The guidance provided in this
document directs the design and implementation for those services that are being developed for
the NPI. In other words, this guidance says: “If you need to develop this capability for your node,
here are the enterprise interoperability requirements to satisfy.” The guidance differentiates
services used exclusively within the node from services available to other nodes in the enterprise.

Guidance

e Maximize the use of commercial infrastructure products that are based on standards or have
achieved wide commercial acceptance (e.g., J2EE, .NET, SQL databases, etc.).

e Follow industry standards-based approaches.

e Build proxy interfaces to all NCES enterprise services, so if the enterprise service is
unavailable, the node takes local action without impacting the application.

e Minimize the number of types of servers and server instances.
e Minimize the number of infrastructure implementation instances.

e Minimize the number of communications protocols.

4.5.1 Software component execution frameworks: J2EE and Microsoft .NET

Currently, there are two significant commercially available software component execution
frameworks: Microsoft® .NET and Java™ 2 Enterprise Edition (J2EE). Each execution
framework provides a sound basis for the NPI, but they differ significantly in detail. Because
each platform has strengths and weaknesses, both frameworks will be used for different types of
applications in the enterprise. The best that can really be achieved is to have consistency and
platform standards within a single platform. Each framework provides an implementation of
many of the infrastructure technologies described below in Section 4.6.

The J2EE platform (runtime and APISs) is Java-based and composed of a suite of services,
including object naming and discovery, transaction management, caching, and security. The
J2EE platform’s suite of services supports applications written in the Java language. The Java
language provides a “write once, run anywhere” paradigm for application development. Java
provides an architecture for implementing a single language on multiple operating systems.

Microsoft .NET has a different set of goals than the J2EE platform. Microsoft .NET comprises
the Microsoft .NET Framework (runtime and APIs) and multiple supported programming
languages. The .NET Framework provides a single platform for developing and supporting
applications written in multiple languages.

8 See NESI Part 6: Acquisition Guidance for details on NESI’s role in the DoD acquisition process.
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Unlike Microsoft .NET, J2EE is a standard, not a product. The J2EE specification describes the
application agreements and the container architecture in which Java applications run. Like
Microsoft .NET, J2EE makes it easier to write distributed enterprise applications by allowing
one to focus on writing business logic rather than the enterprise framework itself. J2EE provides
the "plumbing™ that allows the application to run and would otherwise be tedious and time
consuming to write.

The following figure compares N-tier architectures of Microsoft .NET and J2EE components.

2 Microsoft .NET J2EE
c
=
g | ASP.NET - IS Web Forms JSP Runs on most app/
@ Server Controls Servlets Web servers
g Code Behind
o
State: ASP.NET Session, State: Encapsulated in EJB
Microsoft.NETData Cache Web Sessions
Ko}
~ ADO.NET, COM+ Services, EJBs J2SE/EE, JDBC, JNDI
? JavaBeans JTA for Transactions
2 Microsoft .NET Assembly
g
m
@
2
% SQL Server, Oracle, DB2, etc. SQL Server, Oracle, DB2, etc.
o

Figure 4: Three- tier Architecture — J2EE vs. .NET

4.5.2 Approaches to J2EE — Microsoft .NET interoperability

A common yet difficult goal in enterprise environments is interoperability between two or more
existing applications running on different application platforms. In this scenario, there is limited
or no ability to change the data types in any of the existing applications. For at least one of the
applications, the data would have to be adapted or converted into a different format in order to
exchange data.

There are two basic mechanisms available for interoperability, each with its own drawbacks:

e XML text-based encoding. XML is standardized and has been adopted by both Microsoft
.NET and J2EE platforms. Web services have standardized both message formats (SOAP)
and interface definitions (WSDL) on XML. The drawback is that XML text-based encoding
has a potentially significant overhead.

e XML binary encoding. This mechanism is useful for bandwidth-limited and performance-
critical applications. The drawback is that binary XML is just emerging, and standards need
to mature before adoption. Microsoft .NET and J2EE are both expected to support binary
XML as it becomes standardized.
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Guidance: Interoperability approaches

e Use web services (XML, SOAP, WSDL) to provide interoperable messages between
platforms. Both Microsoft .NET and J2EE support web services.

e In cases where bandwidth is an issue, employ binary XML based on commercial standards.
Guidance: Use common XML Schemas

e Design a common canonical XML Schema based on the requirements of the exchanged data.
e Register the schema in the DoD Metadata Registry and Clearinghouse.®

e Generate platform-specific types from the common schema.

e Implement adapters on all applications to convert their data types to the common data type.

4.6 Infrastructure technologies

The NPI requires a number of technologies in order to provide a complete software component
execution framework. The following table lists the technology categories and their specific
components that an NP1 must consider providing. System engineers should use this table, and the
following discussion, for insight into the technologies they should consider when designing a
node.

Table 3: NPl Components and Technologies

NPI Category Specific NPI Component or Technology

Application e Application server e Enterprise application
rovisionin [ i

p g «  Adapters integration (EAI)

4 e Enterprise information
e Sessions management integration (EIl)

e Java 2 Enterprise Edition e Microsoft NET framework

(J2EE)
Business process e Business process management e Transaction services
management and . . . )
workflow e Business rules engine e Business Process Execution
. Language (BPEL

e  Orchestration/workflow guage ( )
Component and e Application management e Performance monitoring and
service management measurement

e Configuration management
e Error management and

e Job scheduler diagnosis

e Web services management

e Quality of service management

° DoD Metadata Registry and Clearinghouse, http://xml.dod.mil.
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NPI Category

Specific NPI Component or Technology

Data

Database(s)
Database connectivity

Extract Transform and Load
(ETL)

Structured Query Language

(SQL)

XML Schema
XQuery

Extensible Stylesheet Language
Transformations (XSLT)

XPATH

Discovery/directory

Universal Description,
Discovery and Integration
(UDDI)

Lightweight Directory Access
Protocol (LDAP)

Search engine technology
Taxonomies

Java Naming and Directory
Interface (JNDI)

e Metadata
Information assurance e Authentication e  Trusted enterprise federation
/security L .

e Authorization e Security context

Integrity and confidentiality

Accountability and non-
repudiation

Auditing and logging

Collaboration

Cross-domain solutions

Mediation e Message brokers e Transformation/translation
. . services
e Intelligent routing.
Messaging e Store and forward e Event messages

Guaranteed delivery
Request-response

Publish-And-Subscribe
Messages

Point-To-Point Messages

Simple Mail Transport Protocol
(SMTP)

Exception resolution
Notification

Instant Messaging and
Presence (IMP)

Presentation

Java Server Pages (JSP)

Web personalization

e Active Server Pages (ASP) e Portals/portlets
e Graphical user interface (GUI) e Servlets
Real time collaboration e Web conferencing e Groupware
e Team spaces (shared e Textchat
applications) e Video telephony

Audio
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NPI Category Specific NPl Component or Technology

Storage e Storage area networks (SAN) e Content addressable storage
¢ Network-attached storage (CAS)
(NAS)
Transport e |PV6 e Local area network (LAN)
e |Pv4/IPv6 dual stack e Domain Name System (DNS)
e Firewall e Network Time Service (NTS)
e Denmilitarized zone (DMZ) e High Assurance Internet
e Router Protocol Encryptor (HAIPE)
Web services e Web Services Description e WS-Coordination

Language (WSDL) e WS-Eventing

impl ject A P I .
. (Sérggg)Object ccess Protocol WS-Policy

e Extended Markup Language s, WS-Reliable Messaging

(XML) e WS-Routing
e WS-l Basic Profile e WS-| Basic Security Profile
e WS-Addressing e WS-Transaction

4.6.1 Application provisioning

Application provisioning uses a set of “containers” for deploying or executing applications.
Containers allow applications to connect with other applications or data sources. At the heart of
this technology is the ability to extract information and invoke remote services contained in
remote information systems (one or many).

Application provisioning is fundamentally a nodal concept. For example, administration
functions could be executed centrally and uniformly instead of being replicated for each
application. Information like user security, entitlement, personalization, workflow, and
globalization are specified once in the application server, with all other applications leveraging
that administrative data.

Guidance

e Use an application provisioning solution as the infrastructure for a multi-tiered system. This
solution should provide all the application and service development capabilities needed,
including programming languages and an integrated development environment.

e Define the application container services to be used (e.g., security, transactions, persistence,
etc.) and the requirements for incorporating applications and additional services within the
node’s application provisioning solution.

e Use an application provisioning solution that supports adapters for transforming XML-
formatted data to integrate legacy systems.
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4.6.2 Business process management and workflow

Business process management and workflow (also known as orchestration) tools help
organizations streamline business processes to increase performance and respond to new
missions and requirements.

This is one of the technologies and techniques that you use to achieve “loose coupling” of
distributed applications. Instead of hard coding the service sequence, you configure it in a
workflow. These tools allow you to monitor workflows across distributed services, and they
provide agility in changing the application without looking inside the components.

Guidance

Node designers should select products that follow emerging standards in business process and
workflow definition. Business Process Execution Language (BPEL) is an example of a maturing
workflow standard based on XML. Node designers need to work with their COls to select
products that support workflows across multiple nodes.

4.6.3 Component and service management (CSM)

CSM is a set of management capabilities for monitoring and controlling deployed applications,
their components, and web services. CSM collects data, analyzes it, and makes system
management recommendations to operators. CSM also provides the ability to manage version
configuration information and a scheduler to run batch jobs at a pre-determined schedule. Other
CSM capabilities include configuration management, end-to-end performance monitoring and
analysis, service desk support, software distribution, service life-cycle management, and quality
of service management.

Guidance

e Collect, manage, and use CSM data to meet nodal computing system availability and
performance targets. To ensure computing system availability, nodal CSM should control
application availability and manage application workload on a day-to-day basis.

e Provide CSM capabilities that can manage:
e Application availability, failover/restart, load balancing, etc.
e Services and their Service Level Agreements (SLA).
e Performance monitoring of node components.
e Error diagnosis/handling of node components.

e Develop an enterprise interface to node CSM solutions. The interface should expose subsets
of CSM capabilities for future enterprise-wide functionality in accordance with (IAW) the
management interfaces specified by the NCES Enterprise Service Management. Examples
include nodal heartbeats, network connectivity, service status information, etc.

e Provide a proxy interface IAW all management interfaces prescribed by NCES Enterprise
Service Management Services.

e Develop CSM so that enterprise management functions are aware of the nodes’ needs and the
nodes’ impact on the enterprise.
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4.6.4 Data

A short-hand name for a set of capabilities and tools to define, create, model, represent, organize,

import, export, query, secure, and update information. This information can be stored at a node,
used by the applications at a node, and potentially shared through services with other nodes.

As an asset data can be long-lived and used in many unforeseen ways. It can be mined,
customized, and optimized. However, to be of much use, data must accurately represent the part
of the “real world” that it models — the quality of the data must be high. Data quality is measured
against a number of dimensions: accuracy, relevance, timeliness, completeness, correctness, etc.
Accuracy is the basic measure of data quality. If the data is inaccurate, the other dimensions are
of little importance. While there is no global definition of high quality data, each application or
COI will define its own metrics for what it means by “high quality data.”

The data access component exists within a data tier of the architecture and serves as the liaison
between the underlying database, or data source, and the business objects. It fills the business
object with data from database records and other data sources, and it creates or updates records
based upon changes within the business objects.

Guidance

e Nodal databases should conform to the maximum extent possible to common data models
and standards.

e Nodal databases should NOT be made directly accessible to the enterprise. A service
interface should be developed to provide data access. This interface isolates the enterprise
from the details of the database design. Data should be presented to the enterprise as a well-
formed XML document defined with XML Schema.

e Where appropriate, provide data access interfaces that represent consistent groupings for
likely requests or simplify authorization checking, logging, etc.

e Provide SOA access to query and potentially subscribe for events to access the node’s data
sources.

4.6.5 Discovery/directory

The discovery/directory services provide the information repository for:
e Published services and their metadata.

e People, their roles, organizations, and associated credentials.

e Documents, content, and associated metadata.

Guidance

e All people, services, and content should be described via metadata, which should be
published for discovery w