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1 NESI implementation framework

1.1 References

(a) DoD Directive 5000.1, The Defense Acquisition System, 24 November 2003.

(b) DoD Instruction 5000.2, Operation of the Defense Acquisition System, 12 May 2003.

(c) DoD Directive 8100.1, Global Information Grid (GIG) Overarching Policy, 21 November 2003.

(d) DoD Directive 4630.5, Interoperability and Supportability of Information Technology (IT) and National Security Systems (NSS), 05 May 2004.

(e) DoD Instruction 4630.8, Procedures for Interoperability and Supportability of Information Technology (IT) and National Security Systems (NSS), 30 June 2004.

(f) DoD Directive 5101.7, DoD Executive Agent for Information Technology Standards, 21 May 2004.

(g) DoD Global Information Grid (GIG) Architecture, Version 2.0, August 2003.

(h) DoD Joint Technical Architecture, Version 6.0, 3 October 2003.

(i) DoD Net-Centric Data Strategy, DoD Chief Information Officer, 9 May 2003.

(j) CJCSI 3170.01D, Joint Capabilities Integration and Development System, 12 March 2004.

(k) CJCSM 3170.01A, Operation of the Joint Capabilities Integration and Development System, 12 March 2004.

(l) CJCSI 6212.01C, Interoperability and Supportability of Information Technology and National Security Systems, 20 November 2003. 

(m) Net-Centric Operations and Warfare Reference Model (NCOW RM) V1.0, September 2003.

(n) Net-Centric Checklist, V2.1.3, Office of the Assistant Secretary of Defense for Networks and Information Integration/Department of Defense Chief Information Officer, 12 May 2004.

(o) A Modular Open Systems Approach (MOSA) to Acquisition, Version 2.0, September 2004.

(p) DoD IT Standards Registry (DISR), http://disronline.disa.mil.

(q) Net-centric Attributes List, Office of the Assistant Secretary of Defense for Networks and Information Integration/Department of Defense Chief Information Officer, June 2004.

1.2 Overview

Net-centric Enterprise Solutions for Interoperability (NESI) is a joint effort between the U.S. Navy’s Program Executive Office for C4I & Space and the U.S. Air Force’s Electronic Systems Center. It provides a reference architecture, implementation guidance, and a set of reusable software components. These facilitate the design, development, maintenance, evolution, and use of information systems for the Net-Centric Operations and Warfare (NCOW) environment. NESI has also been provided to other Department of Defense (DoD) services and agencies for potential adoption.

The NESI Implementation Framework guidance applies to all phases of the acquisition process as defined in references (a) and (b). NESI comprises six parts, each focusing on a specific area of guidance. NESI Part 1: Net-centric Overview describes each part in detail.

NESI provides guidance on software development best practices, software architecture, design patterns, and standards. It is aligned with the design principles of reference (o). NESI is not a replacement for references (h), (m), or (n).

The overall goal is to provide common, cross-service guidance in basic terms for the program managers and developers of net-centric solutions. The objective is not to replace or repeat existing direction, but to help translate into concrete actions the plethora of mandated and sometimes contradictory guidance on the topic of net-centric compliance and standards. 

NESI subsumes a number of references and directives; in particular, the Air Force C2 Enterprise Technical Reference Architecture (C2ERA)
 and the Navy Reusable Applications Integration and Development Standards (RAPIDS).
 Initial authority for NESI is per the Memorandum of Agreement between Commander, Space and Naval Warfare Systems (SPAWAR), Navy PEO C4I & Space and the United States Air Force Electronic Systems Center, dated 22 December 2003, Subject: Cooperation Agreement for Net-Centric Solutions for Interoperability (NESI).

In addition to references (a) through (q), Navy PEO C4I & Space has mandated a software maintenance policy
 for its programs that requires the use of NESI Part 3: Net-Centric Migration Guidance. 
NESI is intended to help programs comply with the DoD net-centric directives, instructions, and other guidance documentation (listed as references (a) through (q) above). This guidance will continue to evolve as direction and our understanding of the requirements of net-centricity evolve. NESI will be updated to reflect changes to the guiding documents and new regulations. 

1.3 Releasability statement

This document has been cleared for public release by competent authority in accordance with DoD Directive 5230.9 and is granted Distribution Statement A: Approved for public release; distribution is unlimited. You may obtain electronic copies at https://nesi.hanscom.af.mil or https://nesi.spawar.navy.mil.

1.4 Vendor neutrality

The NESI documentation sometimes refers to specific vendors and their products in the context of examples and lists. However, NESI is vendor-neutral. Mentioning a vendor or product is not intended as an endorsement, nor is a lack of mention intended as a lack of endorsement. 

Code examples typically use open-source products, since NESI is built on the open-source philosophy. Since NESI accepts contributions from multiple sources, the examples also tend to reflect whatever tools the contributor was using or knew best. However, the products described are not necessarily the best choice for every circumstance. You are encouraged to analyze your specific project requirements and choose your tools accordingly. There is no need to obtain, or ask your contractors to obtain, the open-source tools that appear as examples in this guide. Similarly, any lists of products or vendors are intended only as references or starting points, and not as a list of recommended or mandated options.

1.5 Disclaimer

Every effort has been made to make this documentation as complete and accurate as possible. It is expected that the documentation will be updated frequently, and will not always immediately reflect the latest technology or guidance.
1.6 Contributions and comments

NESI is an open-source project that will involve the entire development community. Anyone is welcome to contribute comments, corrections, or relevant knowledge to the guides. For Navy PEO C4I & Space contributions, send email to rapidshelp@spawar.navy.mil. For Air Force contributions, send email to nesi@hanscom.af.mil.
1.7 Open-source site

The Navy has established an open-source site to support community involvement. It is located at https://nesi.spawar.navy.mil. This evolved from the Navy RAPIDS initiative. Use this site for collaborative software development across distributed teams. 
2 Introduction

The purpose of Network-Centric Warfare (NCW) is to increase combat effectiveness by effectively networking the warfighting enterprise. 

Reference (n) provides direction to acquisition programs for implementing Network-Centric Warfare. The NESI implementation framework provided here complements reference (n) with more specific guidance to help you obtain approval at your milestone reviews. Developing systems in accordance with these principles will make the warfighter's life easier.

NCW involves much more than physical connectivity. The “network” in NCW emphasizes a network of connections between people in the information and cognitive domains. NCW stresses the shared information and situational awareness that accelerates command and synchronized efforts in the battlespace.
 Information systems that support NCW must exchange data seamlessly and act on a compatible understanding of the data’s meaning. Specifically, they must:

· Work with each other to produce coherent information, fusing many separate facts into a common picture of the battle space. 

· Help users collaborate with each other to synchronize operations. 

· Provide flexible information systems that can swiftly adapt to the information demands of a particular operational scenario. (This is necessary because we do not always know in advance what information will be needed and what user collaborations must be supported.)

Until now, most systems have not been built in a way that fulfills these requirements.
While the DoD is changing its usage model for information systems, various initiatives in the DoD are altering the way those information systems are produced and fielded. The public sector continually produces new technological opportunities, industry standards, and guidelines for our systems. Therefore, we must:

· Modernize our systems using new technological opportunities.

· Align with upcoming initiatives at a low cost.

· Be agile enough to reassemble capabilities to support new missions in a timely manner.

In summary, users need cohesive and flexible information systems. Ideally, they want a single, seamless system that accomplishes what they want now and changes quickly to provide what they want tomorrow. The goal of net-centricity is to deliver systems that meet these requirements.

2.1 Scope

NESI presents a set of design patterns and best practices based on today’s technologies and probable near-term developments. NESI provides guidance that can accelerate a program toward net-centricity. 

2.1.1 Goals

The key goals of NESI are to:
· Guide future development and acquisition direction in compliance with the net-centric architecture specified in reference (g). 

· Provide the basis for enterprise integration and interoperability through reuse of enterprise design patterns, well-defined public service interfaces, and loosely coupled
 components. These are key elements to meet the criteria in reference (n).

· Specify the major components of NESI infrastructure:

· Enterprise Services provided and managed across the enterprise by the Net-Centric Enterprise Services (NCES) program.

· Nodes, which provide local infrastructure and mission functions. Nodes are functional and management constructs that support cohesive mission functionality. Nodes also contain the infrastructure elements required for mission services that are not available from the enterprise. 

· Specify a technical, component-based,
 N-tier
 framework for application development. It should promote reuse of software components so that they can be easily composed into new mission capabilities with minimal development effort. Software reuse per se is not required for NESI to achieve its goals. However, providing a basis for leveraging reuse opportunities is required.

2.1.2 Non-goals 

NESI does not provide detailed specifications of node information services or software components. These are specified by their respective acquisition managers.

NESI does not specify commercial off-the-shelf (COTS) products. Acquisition managers select the specific products they will use. NESI provides a technical standards framework as the basis for product selection.

NESI does not specify how to provision and deploy services. These implementation choices (e.g., centralized vs. distributed services and data) are made by acquisition managers.

This version of NESI does not address all of the problems of real-time computing, or of applications running on disconnected networks. The NESI strategy can be extended to cover these areas, and future versions of NESI may contain this guidance.

2.1.3 Limitations

NESI does not provide all of the guidance needed for net-centricity, for the following reasons:
· A number of hard technical questions exist related to net-centricity that are not yet addressed or well understood given today’s technologies (e.g., providing Quality of Service measures for web services).

· Program-specific implementation details must be analyzed in the context of the program. NESI provides general guidance, which is not intended to apply uniformly to all contexts. Improvise and improve as needed, and share the results.

· NESI does not attempt to predict the direction, progress, or capabilities of future technology. 

· NESI does not address any of the processes or methodologies for developing systems (e.g., spiral development). This framework, however, is compatible with all commonly accepted methodologies and development models.

· NESI guidance does not provide all of the technical specificity required for net-centricity. Use the NESI technical criteria as guidance for system engineering analysis, system review, and as a point of departure for system- or platform-specific engineering. 

· NESI does not provide a “build to” specification. The size and complexity of the enterprise combined with the rapid rate of technology evolution preclude that level of detail.

2.2 Audience

The intended audience for this document includes:

· Program managers 

· Contracting officers

· Chief engineers

· System engineers

· Software developers

2.3 NESI product overview

The technical principles of NESI are widely used in industry; best-of-breed companies use them in the ways described here. NESI is structured into a set of guidance products that program managers and contractors should use to achieve net-centric interoperability within their Programs of Record (PoRs). The guidance is in a written form that can be incorporated into acquisition strategy products (e.g., an Initial Capabilities Document [ICD]). This section describes the current products and their intended use and audience. Each audience may tailor the NESI products to their needs. Readers should use the descriptions below to choose the guidance documents most helpful for their particular program.

The primary scope of this strategy is non-real-time software applications. Extending the same strategy to real-time systems requires additional, more detailed, development guidance.
2.3.1 Part 1: Net-Centric Overview

Part 1 presents government program managers and DoD contractors with a technical implementation framework for building information systems that conform to the net-centric environment. This framework is based on an enterprise architecture and technical implementation guidance. The architecture provides an enterprise structure and context for building mission capabilities. Use in all phases of the acquisition process.

2.3.2 Part 2: Net-Centric ASD (NII) Checklist Guidance

Part 2 guidance is aligned with reference (n). It is intended for managers of new programs or programs that are undergoing a transformation or major upgrade. Use especially the pre-systems acquisition and systems acquisition phases.
Reference (n) uses net-centric design precepts called tenets to guide the move into the net-centric environment. NESI provides specific technical direction for satisfying reference (n). Note that some tenets address doctrinal or procedural requirements; this guidance does not address those areas. 

2.3.3 Part 3: Net-Centric Migration Guidance

Part 3 guidance is intended for the program managers and DoD contractors of existing programs. These programs use pre-planned product improvement or maintenance funds to incorporate net-centric characteristics. This guidance presents a strategy to migrate deployed applications to the net-centric paradigm during the maintenance phase. It describes how to implement a phased software migration strategy to deliver net-centric capability and to fulfill current contractual and program maintenance obligations. Use especially in the sustainment phase. 
2.3.4 Part 4: Net-Centric Node Design Guidance

Part 4 helps government program managers, system engineers, and DoD contractors who develop applications and systems to conform to NESI node guidance. Use especially in the systems acquisition phase.
This guidance specifies the criteria for building nodes and their associated infrastructure in the net-centric environment. Nodes are the basic building blocks of NESI for the net-centric enterprise. The net-centric enterprise comprises a set of nodes, where each node comprises a set of mission functions and services implemented on a common infrastructure. 

This guidance focuses on the capabilities the Node Platform Infrastructure (NPI) provides to support mission applications, services, and components.

The primary scope of this strategy is non-real-time software applications. Extending the same strategy to real-time systems requires additional detailed development guidance.

2.3.5 Part 5: Net-Centric Developers Guidance

Part 5 provides developers with style guidance, detailed programming guidelines, reference software code, and open-source library references. It is intended for developers building applications, services, and components for use in the net-centric environment. Use during the system acquisition phase.
The guidance has two components:

· A standalone introductory document for developers and non-developers

· A web browser-based HTML package containing detailed software development guidance, including code samples, examples, good coding practices, and lessons learned.

2.3.6 Part 6: Net-Centric Acquisition Guidance

Part 6 is intended for program managers and DoD contractors. It outlines the acquisition process and system/product requirements appropriate to achieving NESI compliance. It relates the steps of the System Acquisition Framework
, from concept refinement to post-contract award, to NESI tenets and principles. Use especially in the pre-systems acquisition and systems acquisition periods.

2.4 Background

Although C2ERA and RAPIDS form the core of the NESI effort, NESI incorporates additional service-specific supportive guidance:

· Air Force Node Information Services (NIS) guidance for building loosely coupled information services using web services technology
 

· Air Force XML implementation guidance for the construction and use of XML for information interchange

· Navy FORCEnet Architectures and Standards providing Navy-specific direction for migrating toward the DoD’s Global Information Grid (GIG)

· Navy Open Architecture

· DON XML Developer’s Guide and DON XML Policy

2.5 Evolution

NESI guidance will evolve along with our understanding of net-centricity. The specific details of the net-centric and enterprise capabilities referenced in these guidance documents may change. 

Continuous monitoring of emerging technologies, policies, and practices guides the evolution of NESI. This evolving process is depicted in Figure 1 below.
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Figure 1: NESI Guidance Process

The NESI approach unravels functions embedded within current systems to make data and capabilities more accessible. Implicit in this approach is the potential need for retraining program managers, developers, integrators, and system administrators. 

This method requires:

New approaches to managing mission capabilities as services.

New monitoring tools and techniques.

New testing and deployment approaches.

New hardware and acquisition planning.

New user support functions.

Recognizing the breadth and depth of this change—which represents a general rethinking of system design—is fundamental to the task of evaluating the DoD’s current organization. The outcome of the process will be alignment with the operational shift from TPED (Task, Process, Exploit, Disseminate) toward TPPU (Task, Post, Process, Use).

3 Mapping net-centric attributes to enterprise technology objectives

ASD (NII)/DoD CIO has published a matrix of technical attributes (reference (q)) that net-centric applications should exhibit. That matrix serves as the framework for NESI guidance. NESI Part 2: Net-centric ASD (NII) Checklist Guidance and NESI Part 3: Net-centric Migration Guidance map each guidance statement to these attributes through a set of enterprise technology objectives, as described below.

Table 1: ASD (NII) Net-centric Attributes

	Net-centric Attribute
	Description
	Metric

	Internet Protocol (IP)
	Data packets routed across network, not switched via dedicated circuits. 
	IP as the convergence layer.

	Secure and available communications
	Encrypted initially for core network; goal is edge-to-edge encryption and hardened against denial of service.
	Black transport layer.

	Only handle information once (OHIO)
	Data posted by authoritative sources and visible, available, usable to accelerate decision making.
	Reuse of existing data repositories.

	Post in parallel
	Business process owners make their data available on the net as soon as it is created.
	Data tagged and posted before processing.

	Smart pull 
(vice smart push)
	Applications encourage discovery; users can pull data directly from the net or use value-added discovery services.
	Data stored in public space and advertised (tagged) for discovery.

	Data centric
	Data separate from applications; apps talk to each other by posting data.
	Metadata registered in DoD Metadata Registry.

	Application diversity
	Users can pull multiple apps to access same data or choose same app (e.g., for collaboration).
	Apps posted to net and tagged for discovery.

	Assured sharing
	Trusted accessibility to net resources (data, services, apps, people, collaborative environment, etc.).
	Access assured for authorized users; denied for unauthorized users.

	Quality of service
	Data timeliness, accuracy, completeness, integrity, and ease of use.
	Net-ready key performance parameter.


To help focus development and maintenance actions in support of these attributes, NESI analyzed the ASD (NII) Net-centric Attributes list and derived the following concrete and engineering-oriented enterprise objectives.

Table 2: NESI Enterprise Technology Objectives

	Technology Objective
	Description
	Derived from ASD (NII) 
Net-centric attributes

	Capability on demand
	Delivery of and/or access to capabilities (data, applications, connectivity) incrementally and as needed, on demand, and controlled by user clearance. 

Examples include:

· Making available new data sources in different security domains.

· Downloading needed applications without disrupting current operations.

· Reallocating communication bandwidth to meet today’s operational needs and providing those needs to another organization tomorrow.
	· Application diversity

· Assured sharing

· Data centric

· Internet Protocol (IP)

· Quality of service

· Secure and available communications

	Distributed operations
	Battle-force commanders can:

· Gain immediate access to essential expertise.

· Leverage off-board resources and expertise.

· Coordinate diverse aspects of operations with timely, reliable resources (i.e., trusted, remote access to collaboration environments for planning and data exchange).

· Access reliable services to coordinate synchronized operations.
	· Assured sharing

· Internet Protocol (IP)

· Quality of service

· Secure and available communications

	Customized applications
	Applications can be tailored on a continuing basis to meet current Rules of Engagement (ROE) and readjusted to meet tomorrow’s needs. 

For example, users can choose between a collaborative environment that allows them to access and share full-frame images or an environment for limited bandwidth communications, depending on the current need. They can adjust geographic displays to access archives of high-resolution terrain for specific, changing areas of interest. 
	· Application diversity

· Data centric

· Post in parallel

· Smart pull (vice smart push)

	Multi-user access
	Multiple users can simultaneously access data stores, use applications, and analyze and direct operations. 

For example:

· Operators can develop and play back multiple ingress/egress scenarios to accomplish more comprehensive, faster mission planning.

· Multiple users can update data archives without overwriting each other.

· Operators can use the same situational awareness picture.
	· Application diversity

· Assured sharing

· Data centric

· Only handle information once (OHIO)

· Post in parallel

· Smart pull (vice smart push)

	Customized delivery
	Smart push and pull of data reduces overload and provides the requested data to operators when they need it. Tailored discovery, publish, and subscribe capabilities allow operators to register for specific data and services in specific timeframes. 

For example, operators can request track updates every four minutes. They can also request real-time data feeds that stream onto a non-real-time display for specific data types at specific times.
	· Data centric

· Post in parallel

· Quality of service

· Smart pull (vice smart push)

	Assured sharing
	Consistent authentication over the network provides trusted accessibility to resources such as data, services, applications, people, and collaborative environments. 

For example:

· Operators can access their data archives from diverse locations and share specific data as needed.

· Essential expertise is available collaboratively.

· Access to unique applications can be provided with reduced risk.

· Secure access can be permitted easily and quickly.
	· Assured sharing

· Quality of service

· Secure and available communications

	Incremental upgrade
	Certain capabilities can be modernized without impacting other capabilities. 

For example, developers can upgrade the display stations and software without changing how the application is used or replacing the on-board servers. They can upgrade databases without replacing applications that access the data. 
	· Application diversity

· Quality of service

	Data exchange
	Operators can move data between applications easily and without losing data or capabilities. Data may carry security labels allowing for its exchange with partners operating at coalition or multinational releasable security levels. 

For example, multiple applications can access a single data archive. Users can display maps identically on any display system that has access to the underlying capabilities.
	· Application diversity

· Data centric

· Only handle information once (OHIO)

· Post in parallel

· Smart pull (vice smart push)


4 NESI guidance
Today there is no single, comprehensive technology deployment suitable for the entire DoD Enterprise. The complexity of the enterprise makes centralized implementation impractical. Its survivability requires independent, redundant, loosely-coupled entities.

The core technical concept of net-centricity is a completely secure network that is accessible worldwide. The network must deliver messages in a timely manner, such that the application or human who receives them can make decisions appropriately. The messages are either for services (“Do something”) or for information (“Tell me what I need to know”). 

The net-centric vision needs to be concrete and explicit so that systems can implement it. Both legacy and new applications need simple, transparent, robust methods to acquire and share information across traditional system, service, and community boundaries.

NESI’s contribution to this vision is to provide guidance for building solutions to reference mission requirements. These solutions must meet the requirements specified in reference (n).

4.1 Information interoperability

Net-centricity requires applications to share information with each other. To do this, applications must be able to exchange data and to agree on its meaning. 

The first part requires access to data. That is, one application must be able to obtain data provided by another. NESI facilitates this by providing a least-common-denominator data access mechanism that all applications can use. This removes arbitrary implementation barriers to data exchange. NESI also includes guidance for adding customizability to applications, including “on-the-fly” reconfiguration.

The second part requires a semantic match between users and developers. That is, users and developers must be able to determine whether the data they receive is suitable for their purpose, and they must be able to cope with any representation mismatch. For example, if the source application provides volume measurements in gallons, but the receiving application requires liters, then a translation function must be applied. NESI does not directly address semantics at this time. The necessary shared understanding will be supported by common vocabularies developed by communities of interest.

4.2 Communities of interest
NESI provides significant guidance for building systems that support Communities of Interest (COIs). A COI is a collaborative group of users who exchange information for their shared goals, interests, missions, or business processes. The success of this exchange depends on a shared vocabulary.
 Within NESI, COIs have the following properties:

· A COI is a group of people who share a common vocabulary. There is typically a deliberate effort to produce this community vocabulary.

· A COI may be institutional, expedient, functional, or cross-domain.

· A COI may be a subset of another COI.

· A COI always encompasses more than one system or node. A system is a source of data and/or capability, and often participates in more than one COI.

· A COI typically encompasses more than one organization.

4.3 NESI elements

NESI organizes the enterprise into three elements:

· Enterprise Services provide enterprise-wide capabilities to link nodes, services, applications, and components.

· Nodes provide local hardware and software to support COIs and users.

· Services, Applications, and Components provide the mission capabilities the warfighters need.

NESI prescribes an N-tier architecture model with client, presentation, middle, and data tiers. NESI relies upon the Net-Centric Enterprise Services (NCES) program.
 The combination of NCES and NESI yields an open-standards architecture that allows the enterprise to encapsulate the elements of existing or new systems. The elements plug together seamlessly and can be upgraded and expanded more easily.

The NCES architecture does not currently provide detailed guidance for developing systems or applications to support COIs. NESI complements NCES by expanding the guidance for COIs and for the infrastructure required to build mission applications that integrate into COIs and the enterprise. 

The DoD Enterprise includes software components delivered by different organizations on different schedules. All components, however, are organized around the architecture shown in the figure below. Figure 2 shows the types of components that coexist in the enterprise and support each other.
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Figure 2: DoD Net-Centric Enterprise
At the top of Figure 2 are the basic DoD domains: warfighting, business operations, and intelligence. COIs that share data are formed within and across these domains. 

The node is the infrastructure that supports COIs. Figure 2 shows several node types, which communicate using the GIG. Nodes use core services (shown at the bottom of the figure) to support inter-node activities such as messaging. 

NCES services will not meet all internal needs of nodes and COIs. The local node infrastructure provides services for applications and users within the COI and node.

4.4 Service-oriented architecture 

A Service-Oriented Architecture (SOA) best fulfills the requirements of a net-centric environment. Multiple clients and other services can access mission application functionality as a set of services. These services are layered on separate node-based and enterprise-wide infrastructures. 

The SOA approach has two key benefits:

· It promotes flexibility and reuse. This enables developers to compose complex software systems from clearly defined, implementation-neutral interfaces rather than through brittle implementation mechanisms such as tightly coupled, highly integrated applications or APIs.
· It isolates the specifics of data implementation from the service interface, allowing systems to evolve their internal implementation without impacting other systems.
In a SOA business, functions are provided as services one or more clients may invoke. Services expose business functions through well-defined interfaces that separate implementation from interface. Services are designed to be highly interoperable, loosely coupled, decentralized, and discoverable across the enterprise. This approach provides significant benefits, as shown in Figure 3.
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Figure 3: Benefits of an SOA and web services

4.4.1 SOA roles

In a SOA there are three roles (see Figure 4): 

· Service Provider: Makes a service available, including the service interface. A service provider publishes a service interface and may provide additional service metadata in a service registry.

· Service Consumer: Invokes and uses a service according to rules in the service interface. 

· Service Registry: Provides descriptive information about a service as metadata, enabling the lookup and discovery of services.
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Figure 4: Service-Oriented Architecture

4.4.2 Service interfaces

Service interfaces have the following properties: 

· They must be defined independently of implementations. 

· New interface versions require strict configuration management so that service consumers can migrate independently. 

· Newer versions of services must honor existing interface contracts. 

The version sequence of the interface should be different than the version sequence of the code and data implementation, and it should be able to evolve independently.

4.5 Enterprise services

Enterprise services and nodes provide infrastructure capabilities that underlie the SOA paradigm. 

NCES defines a set of core enterprise services. NCES services are the set of net-centric utilities that the DoD and Defense Information Systems Agency (DISA) defined to enable secure, reliable, timely, and interoperable information exchange.

The GIG architecture allows for additional domain- and mission-related services, called COI services, which extend the enterprise beyond NCES. Services provided by nodes will generally be developed as COI services. 

NESI guidance is primarily intended for developers of systems that provide and use COI services and use NCES services.
4.5.1 Net-Centric Enterprise Services

The Net-Centric Core Enterprise Services (NCES)
 program will provide enterprise-level Information Technology (IT) services and infrastructure components for the DoD GIG. The net-centric enterprise relies on the NCES infrastructure. NCES in turn relies on GIG transport services such as the Defense Information System Network (DISN) and tactical communications systems. While NCES relies upon the GIG transport services, visibility into transport details is not an inherent component of NCES. 

Many of the NCES services referenced in NESI guidance are evolving. The implementer should use these services where available. Where they are not yet available, the developer should provide an application-specific, nodal, or COI implementation based on the NCES interface definition. The developer should design the implementation based on best commercial practice so that it is straightforward to replace it with the NCES implementation of the service, when that is deployed. 

4.6 Nodes

This section summarizes the key principles and characteristics of nodes. See NESI Part 4: Net-Centric Node Design Guidance for details on nodes.

A node is a set of information systems that are acquired and managed as a single element in the net-centric enterprise. Nodes support distributed services for a collection of systems, applications, data, and components that share a common set of mission functions on a common infrastructure. Nodes represent a departure from the past “stovepipe” acquisition and development of single systems with tightly integrated infrastructure and mission function. Nodes collect mission functions that are built on a common, local infrastructure.
A node is also a management construct for organizing and implementing mission capabilities. The needs of the mission drive development of the node infrastructure, services, components, and applications. 

Nodes can include components such as web servers, portal servers, application servers, and database servers to support their COIs and the enterprise. To support its COIs, a node shares information with other nodes connected to the enterprise network. If a node loses enterprise connectivity, it must still serve its local community reliably in “disconnected operations” mode. Each node must provide local IT capabilities, called the Node Platform Infrastructure (NPI), to meet the reliability requirements of its COIs while maintaining interoperability with the enterprise.

Figure 5, below, depicts a notional DoD enterprise based on nodes.
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Figure 5: Nodes in the Enterprise

The net-centric enterprise comprises a set of nodes, where each node comprises a set of mission functions and services implemented on a common infrastructure. The enterprise can be managed as a collection of nodes without concern for the intra-node implementation details. 

Nodes optimize their infrastructure and services to support their missions. The enterprise is optimized to provide continuity, consistency, interoperability, and persistence across the enterprise.

4.6.1 Node platform infrastructure 

In a node, related applications and services operate on a common Node Platform Infrastructure (NPI). The NPI:

· Supports the development and deployment of N-tier mission applications.
· Interfaces with enterprise services.
Mission requirements and security issues may require a node to have multiple infrastructure components, such as different database servers. Different nodes may have varied implementations of their infrastructure. NESI Part 4: Node Design Guidance specifies the minimum capabilities and functions that the NPI must provide. Additional capabilities may be needed, however, to satisfy specific operational needs. 

Nodes may evolve independently of one another, but they must maintain information interoperability via enterprise metadata with agreed semantics. 

The set of services required for each node will evolve, and different implementations may organize the services differently. 

Node implementations may be deployed in multiple locations to support a distributed node. This distributed architecture should be transparent to the end user. 

4.7 Relationship of NESI to the Net-Centric Operations and Warfare Reference Model

Reference (m) describes the DoD enterprise aspects of an objective NCOW information environment for the GIG. The NCOW RM:

· Provides a common, enterprise-level reference model for the DoD’s enterprise architecture, and a reference for acquisition programs to use in focusing and gaining net-centric support through the GIG.
· Enables a shared perspective of enterprise information environment operations.
· Helps decision-makers promote enterprise-wide unity of effort.
The goal is to have a uniform, DoD-wide reference for program development and oversight. Individual and enterprise programs should use it to address all net-centric IT-related issues in a consistent, coherent, and comprehensive manner.

NESI provides the technical guidance and enterprise design patterns for building net-centric capabilities as services and components that align to the NCOW reference model. Within NESI, the combination of NCES and nodes implement the NCOW RM requirements. 

The NCOW RM lists the activities the enterprise information environment must provide. According to NESI, each node must execute the NCOW activities by using the appropriate NCES service or through a local node implementation.

5 Definitions

This section defines terminology and concepts that are central to enterprise services and SOAs. The terms and definitions were created by combining the most accurate and applicable portions of definitions available in commercial and Department of Defense (DoD) literature. The terminology applies to enterprise engineering efforts in the DoD and the specific DoD services (i.e., Air Force, Army, Marine Corps, and Navy). 

Core Enterprise Service

A core enterprise service is a ubiquitous, common solution service that provides capabilities essential to the operation of the enterprise. 

Community of Interest (COI)

A Community of Interest is a collection of people who exchange information using a common vocabulary in support of shared missions, business processes, and objectives.
 The community is made up of the users/operators who participate in the information exchange, the system builders who develop computer systems for these users, and the functional proponents who define requirements and acquire systems on behalf of the users.

Community of Interest (COI) Service

A Community of Interest Service is a service that may be offered to the enterprise, but is owned and operated by a Community of Interest to provide or support a well-defined set of mission functions and associated information. 
End User

The end user is a human user of information and is distinct from those who develop or support the automated systems that provide the information.

Enterprise

An enterprise is an organization considered as an entity or system that includes interdependent resources (e.g., people, organizations, and technology) that must coordinate functions and share information in support of a common mission or a set of related missions.

Enterprise Guidelines

Enterprise guidelines are rules that govern the choice/implementation of COI Enterprise Services. 

Enterprise Service 

An enterprise service is a service that provides capabilities to the enterprise. See also Core Enterprise Service and Community of Interest Service.

Global Information Grid (GIG)

The Global Information Grid
 is the globally interconnected, end-to-end set of information capabilities, associated processes, and personnel. It collects, processes, stores, disseminates, and manages information on demand to warfighters, policy makers, and support personnel. 
GIG Enterprise Service

A GIG Enterprise Service is a service that provides capabilities for use in the DoD enterprise. GIG Enterprise Services are the combination of Core Enterprise Services and Community of Interest Services. Also referred to as Global Enterprise Services.

Information Assurance (IA)

Information Assurance
 is the set of measures taken to protect and defend our information and information systems to ensure confidentiality, integrity, availability, and accountability, extended to restoration with protect, detect, monitor, and react capabilities.

Integration

Integration is the act of synchronizing all interdependent elements to form a unified whole greater than the sum of its elements.

Integration is the action or process of combining elements so that they become a whole. Vertical integration acts within a system, whereas horizontal integration acts between or among systems.

Integration is the act of making connections. In the net-centric environment, integration is the creation of links between previously separate computer systems, applications, services, or processes. The word is normally used in the context of computing, but can apply to business processes as much as to the underlying process automation. In the past, computer integration such as enterprise application integration (EAI) has typically been tightly coupled, or “hardwired,” making it difficult to adapt to changing requirements. Thanks to the advent of web services and the evolution of service-oriented architectures, more agile, loosely coupled forms of integration are starting to emerge.

Interoperability

Interoperability is the ability of systems, units, or forces to provide data, information, materiel, and services to, and accept the same from, other systems, units, or forces, and to use the data, information, materiel, and services so exchanged to enable them to operate effectively together. IT and NSS interoperability includes both the technical exchange of information and the end-to-end operational effectiveness of that exchange of information as required for mission accomplishment. Interoperability is more than just information exchange. It includes systems, processes, procedures, organizations, and missions over the life cycle and must be balanced with information assurance.
 
Interoperability is the ability for entities to work with each other. In the loosely coupled environment of a service-oriented architecture, separate resources don't need to know the details of how they each work, but they need to have enough common ground to reliably exchange messages without error or misunderstanding. Standardized specifications go a long way towards creating this common ground, but differences in implementation may still cause breakdowns in communication. Interoperability is when services can interact with each other without encountering such problems.
Net

The Net is a globally interconnected, end-to-end set of information capabilities, associated processes, and personnel for data and information exchange.
Network

A network is a system of computers, terminals, databases, cables, satellites, and other elements that enable digital communications.

Net-Centric

A net-centric
 environment is one in which users and local applications depend upon common services for functionality and data. Users can access applications and data through web services. This provides an information environment that comprises interoperable computing and communication components. A net-centric environment exploits advancing technology to move from an application-centric
 to a data-centric
 paradigm.

Net-Centric Enterprise Services (NCES)

The Net-Centric Enterprise Services program provides enterprise-level Information Technology (IT) services and infrastructure components, also called Core Enterprise Services, for the Department of Defense (DoD) Global Information Grid (GIG).

Net-Centric Information Environment

A net-centric information environment uses emerging standards and technologies to optimize assured information sharing among users. It results from implementing GIG component architectures in accordance with the NCOW RM. A net-centric information environment includes Core and COI enterprise services, and a data-sharing strategy that emphasizes metadata concepts, shared information spaces, and the TPPU paradigm.
 

Net-Centric Warfare or Network-Centric Warfare

An information-enabled concept of operations that generates increased combat power by networking sensors, decision makers, and shooters. This achieves shared awareness, increased speed of command, higher tempo of operations, greater lethality, increased survivability, and a degree of self-synchronization. In essence, network-centric warfare translates information superiority into combat power by effectively linking knowledgeable entities in the battlespace.
  
Net-Centricity

Net-centricity is the realization of a robust, globally interconnected, network environment (including infrastructure, systems, processes, people) in which data is shared seamlessly in a timely manner among users, applications, and platforms. By securely interconnecting people and systems, independent of time or location, net-centricity enables substantially improved military situational awareness and significantly shortened decision making cycles. Users are empowered to better protect assets; exploit information more effectively; use resources more efficiently; and unify our forces by supporting extended, collaborative communities to focus on the mission.

NetOps

An organizational, procedural, and technological construct for ensuring information and decision superiority at the strategic, operational, and tactical levels of warfare as well as within DoD business operations. NetOps is an operational approach, which addresses the interdependency and integration of IA/CND, S&NM, and CS capabilities. NetOps consists of the organizations, tactics, techniques, procedures, functionalities, and technologies required to plan, administer, and monitor use of the GIG infrastructure and the end-to-end information flows of the GIG; and to respond to threats, outages, and other operational impact. NetOps ensures mission requirements are properly considered in GIG operational decision-making. NetOps enables the GIG to provide its users with information they need, when they need it, where they need it, with appropriate protection of the information. NetOps is an essential capability for successful execution of net-centric warfare and other net-centric operations in support of national security objectives.
Node

A set of information systems acquired and managed as a single element in the net-centric enterprise. In NESI, these entities are designed to support distributed services for a collection of systems, applications, data and components that share a common set of mission functions on a common infrastructure. 
Node Platform Infrastructure

A set of information systems and technologies, based on a commercial product stack, that provides an integrated common software component execution framework and infrastructure. 
Service

A service is any function that has a clearly defined interface accessed through well-defined public access points. 

Service Consumer

A service consumer is the person, organization, or automated asset that makes use of a service.

Service Level Agreement (SLA)

A Service Level Agreement is a contractual vehicle between a service provider and a service consumer. It specifies performance requirements, measures of effectiveness, reporting, cost, and recourse. It usually defines repair turnaround times for users.

Service-Oriented Architecture (SOA)

A Service-Oriented Architecture is a design style for building flexible, adaptable distributed-computing environments. SOA is the unifying structure in which the components of a computer, computer system, or system of systems are integrated. All of its inter-component functions are defined as services. Service-oriented design is fundamentally about sharing and reusing functionality across diverse applications. 
Service Provider

A service provider is the person, organization, or automated asset that implements and operates a service.

User

A user is any person, organization or automated asset that interfaces with the information environment as a service consumer or service provider. 

Web Service

A web service is a software application or component that can be accessed over the Internet. It uses a vendor/platform/language-neutral data interchange format to invoke the service and supply the response. Web services use a message exchange pattern that is sufficiently well defined to be processed by a software application. Specifically, a web service is a software application identified by a URI. Its interfaces and binding are capable of being defined, described, and discovered by XML artifacts. It supports direct interactions with other software applications using XML-based messages via Internet-based protocols.
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	Acronym
	Definition

	ACAT
	Acquisition Category

	ANSI
	American National Standards Institute

	AoA
	Analysis of Alternatives

	API
	Application Programming Interface

	ASD (NII)
	Assistant Secretary of Defense for Networks and Information Integration

	ASP
	Active Server Page

	ATO
	Air Tasking Order

	BCP
	Budget Change Proposals

	BGP
	Border Gateway Protocol

	BPEL
	Business Process Execution Language

	C2ERA
	Command and Control Enterprise Reference Architecture

	C2IEDM
	Command and Control Information Exchange Data Model

	C4I
	Command, Control, Communications, Computers and Intelligence

	C4ISR
	Command, Control, Communications, Computers and Intelligence, Surveillance and Reconnaissance

	CCB
	Configuration Control Board

	CDD
	Capabilities Development Document 

	CDN
	Content Delivery Network

	CDRL
	Contract Data Requirements List 

	CDS
	Cross Domain Security

	CES
	Core Enterprise Services

	CIM
	Common Information Model

	CIO
	Chief Information Officer

	CJCSI
	Chairman of the Joint Chiefs of Staff Instruction

	CLI
	Command Line Interface

	CND
	Computer Network Defense

	COE
	Common Operating Environment

	COI
	Community of Interest

	CONOPS
	Concept of Operations

	COOP
	Concept of Operations

	CORBA®
	Common Object Request Broker Architecture

	COTS
	Commercial Off-The-Shelf

	CP
	Change Package

	CRD
	Capabilities Requirements Document

	CSM
	Component and Service Management

	CSS
	Cascading Style Sheets

	DAC
	Discretionary Access Control

	DCGS
	Distributed Common Ground/Surface Systems 

	DCTS
	Defense Collaboration Tool Suite 

	DCID
	Director of Central Intelligence Directive

	DDI
	Description, Discovery, and Integration

	DDMS
	DoD Discovery Metadata Standard

	DDWE
	Distributed Development Website Environment 

	DFARS
	Defense Federal Acquisition Regulation Supplement

	DIACAP
	DoD Information Assurance Certification and Accreditation Program

	DISA
	Defense Information Systems Agency

	DISN
	Defense Information System Network

	DISR
	Defense Information Technology Standards & Profiles Registry

	DITSCAP
	Defense Information Technology Security Certification and Accreditation Process

	DJC2
	Deployable Joint Command & Control

	DoD
	Department of Defense

	DoDAF
	DoD Architecture Framework

	DoDD
	Department of Defense Directive

	DoDI
	Department of Defense Instruction

	DoDIIS
	Department of Defense Intelligence Information System

	DON
	Department of the Navy

	DOTMLPF
	Doctrine, Organization, Training, Materiel, Leadership, Personnel, Facilities

	DTD
	Document Type Definition

	EAI
	Enterprise Application Integration

	ebXML
	Electronic Business XML

	EJB
	Enterprise Java Bean

	ESC
	Electronic Systems Center

	ESM
	Enterprise Service Management

	ETL
	Extract, Transform, and Load

	FAR
	Federal Acquisition Regulation

	FCS
	Future Combat Systems

	FTP
	File Transfer Protocol

	GCCS
	Global Command and Control System

	GCSS
	Global Combat Support System

	GIG
	Global Information Grid

	GIG-ES
	GIG Enterprise Services

	GOTS
	Government Off-The-Shelf

	GUI
	Graphical User Interface

	HAIPE
	High Assurance Internet Protocol Encryptor

	HTML
	Hypertext Markup Language

	HTTP
	Hypertext Transfer Protocol

	HTTPS
	Hypertext Transfer Protocol/Secure

	IA
	Information Assurance

	IAS
	Information Assurance and Security Measures

	IAW
	In accordance with

	IC
	Intelligence Community

	ICD
	Initial Capabilities Document 

	ICSF
	Integrated C4I System Framework 

	IDL
	Interface Definition Language

	IEC
	International Engineering Consortium

	IEEE
	International Electrical and Electronics Engineers

	IETF
	Internet Engineering Task Force

	INE
	Inline Network Encryptor

	IP
	Internet Protocol

	IPv6
	Internet Protocol Version 6

	ISO
	International Organization for Standardization

	ISP
	Integrated Support Plans

	ISR
	Intelligence, Surveillance, and Reconnaissance 

	IT
	Information Technology

	ITIL
	Information Technology Infrastructure Library 

	ITU
	International Telecommunication Union

	J2A
	Java Connector Architecture

	J2EE
	Java 2 Enterprise Edition

	JAAS
	Java Authentication and Authorization Service

	JC2
	Joint Command and Control

	JCA
	Java Cryptography Architecture

	JCIDS
	Joint Capabilities Integration and Development System

	JDBC
	Java Data Base Connectivity

	JEDI
	Joint Enterprise DoDIIS Infrastructure

	JMS/AMI
	Java Message Service / Application Messaging Interface

	JMTK
	Joint Mapping Tool Kit

	JNDI
	Java Naming and Directory Interface

	JPEG
	Joint Photographic Experts Group

	JPO
	Joint Program Office

	JSP
	Java Server Page

	JSR
	Java Specification Request

	JTA
	Joint Technical Architecture

	JTRS
	Joint Tactical Radio System

	KIP
	Key Interface Profile

	KPP
	Key Performance Parameter

	LDAP
	Light Directory Access Protocol

	MAC
	Mission Assurance Category

	MAIS
	Major Automated Information System

	MCPs
	Mission Capability Package

	MDA
	Milestone Decision Authority

	MHTML
	MIME HTML

	MIME
	Multi-purpose Internet Mail Extensions

	MLPP
	Multi-Level Priority and Preemption

	MOP
	Maintenance Operation Protocol

	MOSA
	Modular Open Systems Approach

	NAS
	Network Attached Storage

	NCES
	Net-Centric Enterprise Services

	NCOW
	Net-Centric Operations Warfare

	NCOW RM
	Net-Centric Operations Warfare Reference Model 

	NCW
	Net-Centric Warfare; Network-Centric Warfare

	NEADG
	Navy Enterprise Application Developer’s Guide

	NEP
	Navy Enterprise Portal

	NESI
	Net-Centric Enterprise Solutions for Interoperability

	NETOPS
	Network Operations

	NIS
	Node Information Services

	NMCI
	Navy Marine Corps Intranet

	NPI
	Node Platform Infrastructure

	NR KPP
	Net-Ready Key Performance Parameter

	NSS
	National Security Systems

	NTCSS
	Navy Tactical Command Support System

	OASIS
	Organization for the Advancement of Structured Information Standards

	ODBC
	Open Data Base Connectivity

	OHIO
	Only Handle Information Once

	OMG
	Object Management Group

	ORB
	Object Request Broker

	OSI
	Open Systems Interconnect

	OSJTF
	Open Systems Joint Task Force

	OUSD
	Office of the Under Secretary of Defense

	OV
	Operational Views

	PDA
	Personal Digital Assistant

	PCP
	Program Change Proposals

	PEO
	Program Executive Office

	PKI
	Public Key Infrastructure

	PoR
	Program of Record

	POSIX®
	Portable Operating System Interface for Computing Environments

	QoS
	Quality-of-Service

	QoS/CoS
	Quality of Service / Class of Service 

	RAPIDS
	Reusable Applications Integration and Development Standards

	RBAC
	Role-Based Access Control

	RDBMS
	Relational Data Base Management System

	REST
	Representational State Transfer

	RFC
	Request for Comment

	RFP
	Request for Proposal

	RMI/IIOP
	Remote Method Invocation / Internet Inter-Orb Protocol

	ROE
	Rules of Engagement

	RPC
	Remote Procedure Call

	SAML
	Security Assertion Markup Language

	SAN
	Storage Area Network

	SAP
	Service Access Point

	SCA
	System Communications Architecture

	SCDR
	Shared Cross-Domain Resource

	SDF
	Service Definition Framework 

	SGML
	Standard Generalized Markup Language

	SIMPLE
	Session Initiation Protocol for Instant Messaging 

	SLA
	Service Level Agreements

	SMTP
	Simple Mail Transfer Protocol

	SNMP
	Simple Network Management Protocol

	SOA
	Service-Oriented Architecture

	SOAP
	Simple Object Access Protocol

	SOO
	Statement of Objectives

	SOW
	Statement of Work

	SPAWAR
	Space and Naval Warfare Systems Command

	SQL
	Structured Query Language

	SSL
	Secure Socket Layer

	STR
	Software Trouble Report

	SV
	System Views

	TCP
	Transport Control Protocol

	TDL
	Technical Direction Letter 

	TEMP
	Test and Evaluation Master Plan

	TPED
	Task, Process, Exploit, Disseminate

	TPP
	Tactics, Techniques and Procedures

	TPPU
	Task, Post, Process, Use

	TRD
	Technical Requirements Document

	TTP
	Tactics, Techniques and Procedures 

	TV
	Technical Views

	UDOP
	User Defined Operation Picture 

	UDP
	User Datagram Protocol

	UDDI
	Universal Description, Discovery and Integration

	UML
	Unified Modeling Language

	URI
	Uniform Resource Identifier

	URL
	Uniform Resource Locator

	USC
	Universal Multiple-Octet Coded Character Set

	VoIP
	Voice over Internet Protocol

	VPN
	Virtual Private Network

	VTC
	Video TeleConferencing

	W3C
	World Wide Web Consortium

	Web-DAV
	Web Distributed Authoring and Versioning

	WfMC
	Workflow Management Coalition 

	WIN-T
	Warfighter Information Network-Tactical

	WML
	Wireless Markup Language

	WS-I
	Web Services Interoperability

	WSDL
	Web Services Description Language

	WSRM
	Web Services Reliable Messaging 

	XACML
	eXtensible Access Control Markup Language 

	XKMS
	XML Key Management Specification

	XML
	eXtensible Markup Language

	XMPP
	eXtensible Messaging Presence Protocol 

	XPath
	XML Path Language

	XSD
	XML Schema Definition

	XSL
	eXtensible Stylesheet Language

	XSLT
	eXtensible Style Language Transformations

	XTCF
	eXtensible Tactical C4I Framework
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